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This talked is based on a paper together with AK & DP with the same title that we submitted to Journal of Number Theory a little over a year ago.


It also heavily leans on a review/book we submitted recently in collaboration with PF. It gives an overview of the theory of adelic automorphic forms along with the 
required background. It covers how to compute F coeffs and has a lot of examples, and interesting questions and applications for both mathematics and physics.


The topmost paper was started during the work on the review. It applies some of the tools described in there, to study the types of Fourier coefficients of interest in string 
theory. 
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Motivation

There are many reasons for studying classical modular forms or automorphic forms and representations in both mathematics and physics.


In physics, automorphic forms are central in, for example string theory, in particular for computing scattering amplitudes and for BH microstate counting related to BH 
temperature


Recently, they have also figured in statistical mechanics for describing certain types of 2 dimensional crystals. [Brubaker-Bump-Friedberg, Baxter]

Let us focus on string scattering amplitudes.
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The effect of the interactions can be described by the following Taylor expansion in alpha’. The first term described ordinary Einstein gravity (alpha’ -> 0 = point particles). 
The corrections are labeled by R4 D4R4 and D6R4 etc, which are known so called kinematic structure factors. 


The interesting part for us though are the coefficients in front of these factors. Which we will now study and try to find.
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Meaning, our coefficients are functions on this space


This looks a lot like automorphic forms…
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satisfying the following conditions

' : G(R) ! C

which are function on G that satisfy the following conditions:

A: they are U-duality invariant

B: K-finite (we will only consider spherical automorphic forms where this is trivially satisfied)

C: they are eigenfunctions to G-invariant differential operators (such as the laplacian) 

D: they are of moderate growth


To be more precise the condition C can be specified as follows where Z is the center of the universal enveloping algebra, and then X here acts as a differential operator.
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But to answer C, we will have to study another symmetry of the theory: supersymmetry
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But to answer C, we will have to study another symmetry of the theory: supersymmetry
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which is a symmetry relating bosons with fermions.


In ten dimension one obtains the following differential equations, where we see that the first two corrections satisfy the eigenfunction eq, meaning that they are 
automorphic forms.


However the third correction, gets an inhomogeneous RHS, and is thus not an eigenfunction and not an automorphic form in a strict sense.

We will come back to this in the outlook. The same pattern follows for lower dimensions. 
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Eisenstein series

Since we have shown that E00 and E10 are automorphic forms, let us study a typical example of an automorphic form - a non-holomorphic Eisenstein series in ten 
dimensions i.e. on SL2. 

They are constructed from a character \chi on the Borel subgroup which can be seen as the imaginary part of tau to some power of a complex number s.

The Eisenstein series is then defined as a sum over images for these characters - automatically giving an SL(2,Z) invariant function.
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The Eisenstein series are eigenfunctions to the Laplacian with eigenvalues s(s-1), and since they are, by construction, invariant under SL(2,Z), they are periodic in the 
variable tau_1.

We can then Fourier expand it wrt tau1 giving these two terms as a constant mode wrt to tau1 and here the remaining Fourier modes where…

We note that the Fourier expansion gives us the asymptotic behavior of E in the limit tau2->infty called the weak coupling limit.
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We now want to compare this with what we now about our coefficient functions.


From SUSY we got the following eigenfunction equations and from the string diagram computations one gets the following asymptotic behavior.


One can show that E00 and E10 are, in fact, Eisenstein series with s=3/2 and s=5/2.
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Extracting physical information

[Green-Gutperle]

Expand Bessel function in ⌧ = �+ ig�1
sgs

To connect back with physics, we can extract physical information from these functions be expanding in the string coupling constant.The first two terms, zero-mode, are 
perturbative in gs are exactly those that one obtains from string computations with the genus diagrams.

The remaining modes gives us non-perturbative corrections in gs - and these are particularly interesting since they cannot be obtained from the standard genus 
expansion with string diagrams I showed before.

In the exponential we see, what is called the instanton action, which comes from certain solutions to the Einstein equation called instantons. These are the objects that 
give rise to non-perturbative effects. They are labeled by the mode m which we call instanton charges.
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expansion with string diagrams I showed before.

In the exponential we see, what is called the instanton action, which comes from certain solutions to the Einstein equation called instantons. These are the objects that 
give rise to non-perturbative effects. They are labeled by the mode m which we call instanton charges.
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In front of the exponential we have an instanton measure counting the number of states for a given instanton charge m, which we find is the number of ways m can be 
factorised into two integers. These integers have the physical interpretation of being the wrapping number and charge of a T-dual D-particle to our D-instanton.


Indeed a wealth of information and powerful predictions - for example, we see that there are only two genus diagrams contributing to this interaction - the higher genus 
diagrams have to cancel! And this has later been checked in a lot of cases.
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Lower dimensions

We would now like to do the same analysis for lower dimensions where we recall that we had the following table of groups and similar coefficients functions on G


And one can show that the coefficient functions are also Eisenstein series. 



Lower dimensions

D G(R) K G(Z)
10 SL(2,R) SO(2) SL(2,Z)
9 SL(2,R)⇥ R+ SO(2) SL(2,Z)⇥ Z2

8 SL(3,R)⇥ SL(2,R) SO(3)⇥ SO(2) SL(3,Z)⇥ SL(2,Z)
7 SL(5,R) SO(5) SL(5,Z)
6 Spin(5, 5;R)

�
Spin(5)⇥ Spin(5)

�
/Z2 Spin(5, 5;Z)

5 E6(R) USp(8)/Z2 E6(Z)
4 E7(R) SU(8)/Z2 E7(Z)
3 E8(R) Spin(16)/Z2 E8(Z)

We would now like to do the same analysis for lower dimensions where we recall that we had the following table of groups and similar coefficients functions on G


And one can show that the coefficient functions are also Eisenstein series. 



Parabolic subgroups

⌃ choice of simple roots h⌃i generated root system

Before that, let me quickly go through some definitions to get us all on the same page.


We need to define parabolic subgroups which are specified by a choice of simple roots - a set Sigma. Let <Sigma> be the generated subroot system of these simple 
roots.


And g_alpha the usual definition.


Then the lie algebra p is constructed from the Cartan subalgebra + all the positive roots together with the generated root system.
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Levi decomposition

The parabolic subalgebra p can be decomposed into a levi and nilpotent algebra as follows. Where l includes the Cartan and the generated roots system, while u 
contains the remaining positive roots.
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Corresponding group P

Let us visualize this for SL(4) with the choice of Sigma being only the first simple root.


Then the subgroup L looks like this, with the generated root system labelled in red. And U with the remaining positive roots. P is then the product of the two.
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If we choose, here in another example, to include all simple roots but one, the parabolic subgroup is called maximal.


On the other hand, if we don’t include any at all, it becomes the Borel subgroup, also called the minimal parabolic. Each with their respective decompositions denoted 
like this.
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Eisenstein series
Let                                          be a multiplicative character 
determined by its restriction on    and trivially extended 
to all of    .

�P : P (Z)\P (R) ! C⇥

L
G

Eisenstein series for higher rank groups are then constructed from a parabolic subgroup P and a multiplicative character chi on this, which is determined by it restriction 
on L and trivially extended to all of G.


The Eisenstein series are then constructed as sums over images of characters \chi on P in a similar way as before.
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Since we have a larger group we may also Fourier expand in several different directions, which amounts to a choice of unipotent subgroup U and such a group can be 
obtained from a choice of another parabolic subgroup P.


Let psi be a multiplicative character on U where U(1) is the circle parametrized by integer charges m. Where Ealpha are the positive Chevalley generators.




Fourier expansion
Expand in different directions Unipotent subgroup U

Choice of another parabolic P

u =

Y

↵2�(1)(u)

exp(u↵E↵) 7! exp(2⇡i
X

↵2�(1)(u)

m↵u↵)

Since we have a larger group we may also Fourier expand in several different directions, which amounts to a choice of unipotent subgroup U and such a group can be 
obtained from a choice of another parabolic subgroup P.


Let psi be a multiplicative character on U where U(1) is the circle parametrized by integer charges m. Where Ealpha are the positive Chevalley generators.




Fourier expansion
Expand in different directions Unipotent subgroup U

Choice of another parabolic P

Let                                          be a multiplicative character : U(Z)\U(R) ! U(1)

u =

Y

↵2�(1)(u)

exp(u↵E↵) 7! exp(2⇡i
X

↵2�(1)(u)

m↵u↵)

Since we have a larger group we may also Fourier expand in several different directions, which amounts to a choice of unipotent subgroup U and such a group can be 
obtained from a choice of another parabolic subgroup P.


Let psi be a multiplicative character on U where U(1) is the circle parametrized by integer charges m. Where Ealpha are the positive Chevalley generators.




Fourier expansion
Expand in different directions Unipotent subgroup U

Choice of another parabolic P

chargesm↵ 2 Z
�(1)(u) = �(u)\�([u, u])

Let                                          be a multiplicative character : U(Z)\U(R) ! U(1)

u =

Y

↵2�(1)(u)

exp(u↵E↵) 7! exp(2⇡i
X

↵2�(1)(u)

m↵u↵)

Since we have a larger group we may also Fourier expand in several different directions, which amounts to a choice of unipotent subgroup U and such a group can be 
obtained from a choice of another parabolic subgroup P.


Let psi be a multiplicative character on U where U(1) is the circle parametrized by integer charges m. Where Ealpha are the positive Chevalley generators.




Fourier expansion
FU (�, ; g) =

Z

U(Z)\U(R)

E(�, ug) (u) du

The F coeff is then defined as this integral over U of the Eisenstein series and the complex conjugate of the character.


The original function is obtained by summing over Fourier modes, which we usually split into a constant term with trivial character and the remaining modes.


However, one can show that FU depends on u in a trivial way by multiplication of the character \psi(u) and since \psi is multiplicative on U this means that the above sum 
over Fourier modes can only capture the abelian part of U. If U is non-abelian one has to include Fourier coefficients on the commutator subgroups of U as well.
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E(�; g) = FU (�, 1; g) +
X

 (1) 6=1

FU(1)(�, (1); g) +
X

 (2) 6=1

FU(2)(�, (2); g) + . . .

U (1) = U U (n+1) = [U (n), U (n)] = {u1u2u
�1
1 u�1

2 | u1, u2 2 U (n)}

FU (�, ; g) =

Z

U(Z)\U(R)

E(�, ug) (u) du

The F coeff is then defined as this integral over U of the Eisenstein series and the complex conjugate of the character.


The original function is obtained by summing over Fourier modes, which we usually split into a constant term with trivial character and the remaining modes.


However, one can show that FU depends on u in a trivial way by multiplication of the character \psi(u) and since \psi is multiplicative on U this means that the above sum 
over Fourier modes can only capture the abelian part of U. If U is non-abelian one has to include Fourier coefficients on the commutator subgroups of U as well.
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Iwasawa decomposition

Separated because the methods for computing them are very different
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First, the string perturbation limit which we have studied before when the string coupling is small. This amounts to an expansions wrt this maximal parabolic subgroup.

…

Such Fourier coefficients are, however, difficult to compute which is why we turn to the adelic framework. 
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Using strong approximation we can then study the coefficient functions on this space instead.
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Eisenstein series Adelic Eisenstein series

Fourier coefficients Adelic Fourier coefficients

X

�2P (Z)\G(Z)
�R(�g)

X

�2P (Q)\G(Q)

�A(�g)

Z

U(Z)\U(R)

E(�;ug) R(u) du
Z

U(Q)\U(A)

E(�;ug) A(u) du

m↵ 2 Z m↵ 2 Q
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Space of automorphic forms* G(A)

* With some subtleties described in [arXiv:1511.0465 §5.4]

Automorphic representation an irreducible component of the 
above space under this action=⇡

GKdim(⇡) = number of variables needed to 
realise all functions in ⇡

Small representations

�min E(�min, g) 2 ⇡minsuch that

E(D)
(0,0) 2 ⇡min E(D)

(1,0) 2 ⇡ntm

The group G(A) acts on the space of automorphic forms with some subtleties described in the review.



Computing adelic Fourier coefficients

Whittaker vectors

[arXiv:1511.0465 §8-9]

Now turning to the computation of adelic Fourier coefficients.

In our review we have gathered and extended methods for computing Whittaker vectors. First the constant term using Langland’s constant term formula. Then unramified 
Whit vec using the Casselman-Shalika formula. And this allows us to then compute generic and lastly, degenerate Whit vec.

Important to note here is that, the more degenerate a Whit vec is - the easier it actually becomes to compute. A maximally degenerate Whit vec looks like and SL(2) Whit 
vec.


In the paper sharing the title of this talk, we compute Fourier coefficients in terms of these (known) Whittaker vectors of automorphic forms in small representations.
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Computing adelic Fourier coefficients

Whittaker vectors

Constant term unramified degenerategeneric

[arXiv:1511.0465 §8-9]

[arXiv:1412.5625]

Fourier coefficients

In terms of Whittaker vectors 
Simplify drastically for small representations

Now turning to the computation of adelic Fourier coefficients.

In our review we have gathered and extended methods for computing Whittaker vectors. First the constant term using Langland’s constant term formula. Then unramified 
Whit vec using the Casselman-Shalika formula. And this allows us to then compute generic and lastly, degenerate Whit vec.

Important to note here is that, the more degenerate a Whit vec is - the easier it actually becomes to compute. A maximally degenerate Whit vec looks like and SL(2) Whit 
vec.


In the paper sharing the title of this talk, we compute Fourier coefficients in terms of these (known) Whittaker vectors of automorphic forms in small representations.
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This seemed very promising for our goal. The only thing we needed now was an explicit formula for computing our Fourier coefficients, so we started working on this 
using the same tools that Miller and Sahi used.
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For                     , an automorphic form 
is completely determined by maximally degenerate 
Whittaker vectors

' 2 ⇡min

WN with only one m↵ 6= 0

G = E6, E7

It all started with a paper from Miller-Sahi that got us really excited. They showed that for … 


This seemed very promising for our goal. The only thing we needed now was an explicit formula for computing our Fourier coefficients, so we started working on this 
using the same tools that Miller and Sahi used.
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If we take an element gamma in L(Q) one can show that a Fourier coeff with translated argument gamma g equals the Fourier coeff with a conjugate character \psi 
gamma.


This gives us what is called character variety orbits, which are more conveniently described by identifying psi with omega in the dual of u. This means that we only have 
to compute one Fourier coeff per orbit.
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We will use a coarser description for the character variety orbits using complex orbits of the whole of G, which we will simply call nilpotent orbits.


Additionally, to each automorphic representation, one can associate a so called special nilpotent orbit. Which will give us a connection between Fourier coefficients and 
representations. 


Let us first study some properties of nilpotent orbits.
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where we see here the trivial, minimal and ntm orbits corresponding to the trivial, minimal and ntm representations.


More generally, a partial ordering can be obtained from inclusion wrt Zarisky closure.


Another way of labeling is Bala-Carter label based on distinguished parabolic subalgebras. 
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Then, there’s a theorem from Matumoto, Maeglin-Waldspurger, extended by all these people which tells us that a Fourier coeff of this Eisenstein series vanishes unless 
psi is in an orbit less or equal than O_pi


Meaning that automorphic forms in small automorphic representations have few non-vanishing Fourier coefficients.
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computed for several groups and subgroups U at both the archimedean and non-archimedean places using techniques from representation theory. 
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Complete agreement for                   in both abelian and 
Heisenberg realisations

E6, E7, E8

We find complete agreement for E6, E7 and E8 for both the abelian and Heisenberg realisations corresponding to different unipotent subgroups U.


This is strong evidence for that the above relation can be generalized to higher rank groups.
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Automorphic representation

30 Chapter 3. Automorphic forms

since “ œ SL(2,Z) µ SL(2,Z
p

) = K
p

. Hence

EA
1
‰; (gŒ, 1, 1, . . .)

2
= ER(‰Œ; gŒ) (3.16)

From here on, we will, in the context of automorphic forms and Eisenstein series,
mean the adelic versions defined here and suppress the subscript A in EA.

For a discussion of non-spherical automorphic forms and how holomorphic modular
forms fit in this description see sections I-5.1.3 and I-5.5.

3.2 Automorphic representations
Let us denote the space of automorphic forms on G(A) invariant under G(Q) as
A(G(Q)\G(A)). We will now investigate how the group G(A) acts on an automorphic
form Ï œ A(G(Q)\G(A)) by the right-translation action fi

[fi(h)Ï](g) = Ï(gh) h, g œ G(A) . (3.17)

Before we do that though we need to discuss a subtlety in the definition of
an automorphic form Ï that we have glossed over in this summary. The rigorous
definition I-5.6 includes an additional K-finiteness condition, that is

dimC
1
span{Ï(gk) | k œ KA}

2
Æ Œ . (3.18)

In our discussion we have mainly treated spherical automorphic forms which are
invariant under KA and are thus automatically K-finite. However, the condition
(3.18) is not invariant under right-translations of G(A) meaning that fl takes us
outside the space A(G(Q)\G(A)) [10, 26].

Instead, we consider the actions

[fi
f

(h
f

)Ï](g) = Ï(g(1; h
f

)) h
f

œ G
f

[fi
K(R)

(kŒ)Ï](g) = Ï(g(kŒ; 1)) kŒ œ K(R)

[fig(X)Ï](g) = d

dt

Ï(getX)|
t=0

X œ U(gC)

(3.19)

where U(gC) is the universal enveloping algebra of g(C), and by (a; b) we mean
(a; b

2

, b
3

, b
5

, . . .) œ G(A) for a œ G(R) and b œ G
f

. All these actions preserve the space
A(G(Q)\G(A)). An automorphic representation fi of G(A) is then an irreducible
constituent in the decomposition of A(G(Q)\G(A)) under the simultaneous actions
of (3.19). The automorphic representation fi factorises over primes fi = r

pÆŒ fi
p

where fi
p

for p < Œ furnishes a representation of G(Q
p

).
To each representation fi we can assign a notion of size: the functional dimension

GKdim(fi), called the Gelfand-Kirillov dimension, which is defined as the smallest
number of variables that are required to realise all the functions in fi. In Paper II
we are especially interested in small representations to which the automorphic forms
for the R4 and D4R4 interactions in chapter 2 are attached.

Indeed, the Eisenstein series E (D)

(0,0)

and E (D)

(1,0)

of (2.84) are attached to the minimal
and next-to-minimal representations with respect to the Gelfand-Kirillov dimension.
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where the product is over positive roots that become negative after reflection with
w, and N

–

(A) = {exp(n
–

E
–

) | n
–

œ A}. Also, for a character Â on N , let
C

Â

= {w œ W | w– < 0 for all – œ supp(Â)} (4.5)
where supp(Â) = {– œ � | m

–

”= 0}.
Then, it is shown in sections I-8.2 and I-9.1 that a Whittaker vector of a spherical

Eisenstein series can be expressed as

W
N

(‰; a) =
ÿ

“œB(Q)\G(Q)

⁄

N(Q)\N(A)

‰(“na)Â(n) dn =
ÿ

wœCÂ

F
w

(‰; a) . (4.6)

where
F

w

(‰; a) =
⁄

N

(w)

(A)

‰(wna)Â(n) dn (4.7)

Each of the terms F
w

factorises as follows

F
w

(‰; a) =
Ÿ

pÆŒ
F

w,p

(‰
p

; a
p

) F
w,p

(‰
p

; a
p

) =
⁄

N

(w)

(Qp)

‰
p

(wna
p

)Â
p

(n) dn (4.8)

where we include p = Œ with QŒ = R. We will now compute this in the separate
cases (defined in section 3.3)

Â = 1 The Langlands constant term formula
Â unramified Z

^

\ The Casselman-Shalika formulaÂ generic
Â degenerate

4.2 The Langlands constant term formula
Based on the factorisation above, we would now like to compute the constant term

⁄

N(Q)\N(A)

E(‰, na) dn (4.9)

corresponding to Â = 1. Since supp(Â) = ÿ we have that C
Â

= W. The
resulting integrals can be computed by induction over primitive Weyl reflections
w = w

1

w
2

. . . w
l

. At each step one is left with an integral that can be computed
using adelic methods. The resulting constant term is given by the following theorem
proved in chapter I-8 where È· | ·Í is the Killing form on g.
Theorem I-8.1. (Langlands’ constant term formula [53]). The constant term of
E(⁄, g) with respect to N is given by:

⁄

N(Q)\N(A)

E(⁄, ng) dn =
ÿ

wœW

---aw⁄+fl

--- M(w, ⁄) . (4.10)

where
M(w, ⁄) =

Ÿ

–>0 | w–<0

›(È⁄|–Í)
›(1 + È⁄|–Í) . (4.11)

For constant terms along di�erent parabolic subgroups, see section I-8.9.
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Â

= W. The
resulting integrals can be computed by induction over primitive Weyl reflections
w = w

1

w
2

. . . w
l

. At each step one is left with an integral that can be computed
using adelic methods. The resulting constant term is given by the following theorem
proved in chapter I-8 where È· | ·Í is the Killing form on g.
Theorem I-8.1. (Langlands’ constant term formula [53]). The constant term of
E(⁄, g) with respect to N is given by:

⁄

N(Q)\N(A)

E(⁄, ng) dn =
ÿ

wœW

---aw⁄+fl

--- M(w, ⁄) . (4.10)

where
M(w, ⁄) =

Ÿ

–>0 | w–<0

›(È⁄|–Í)
›(1 + È⁄|–Í) . (4.11)

For constant terms along di�erent parabolic subgroups, see section I-8.9.

Chapter 4

Main results

In this chapter we will summarise the main results of Paper I and Paper II
for computing adelic Fourier coe�cients and, in particular, Whittaker vectors.
Sections 4.1 to 4.4 are based on Paper I reviewing the existing literature, while
section 4.5 summarises our own work in Paper II based on the methods of [24,54].

Section 4.1 starts with some preliminary steps and explains the di�erent cases we
need to study in sections 4.2 and 4.3. We will use the notation

W
N

(‰, Â
N

; g) = W
N

(E(‰; ·), Â
N

; g) (4.1)

and we will sometimes suppress the subscript in the character Â
N

or drop the character
all together. Recall that, for spherical automorphic forms, W

N

is determined by its
values on the Cartan subgroup, and that a character ‰ can also be specified by a
weight ⁄ œ hú. We will use the short-hand notation

‰(a) =
---a⁄+fl

--- fl = 1
2

ÿ

–œ�

+

– , (4.2)

for this relation as explained in section I-5.3.1, where fl is the Weyl vector.
For applications of many of the results below in the case of SL(3) see section I-9.6,

and examples I-10.29 and I-10.30.

4.1 Preliminary steps
Using the Bruhat decomposition [7]

G(Q) =
€

wœW
B(Q)wB(Q) (4.3)

where W is the Weyl group of G(R), we will now rewrite the Whittaker vectors of
Eisenstein series in a way that factorises their computation over primes p. Let

N (w)(A) =
Ÿ

–>0

w–<0

N
–

(A) (4.4)

35

Chapter 4

Main results

In this chapter we will summarise the main results of Paper I and Paper II
for computing adelic Fourier coe�cients and, in particular, Whittaker vectors.
Sections 4.1 to 4.4 are based on Paper I reviewing the existing literature, while
section 4.5 summarises our own work in Paper II based on the methods of [24,54].

Section 4.1 starts with some preliminary steps and explains the di�erent cases we
need to study in sections 4.2 and 4.3. We will use the notation

WN(‰, ÂN ; g) = WN(E(‰; ·), ÂN ; g) (4.1)

and we will sometimes suppress the subscript in the character ÂN or drop the character
all together. Recall that, for spherical automorphic forms, WN is determined by its
values on the Cartan subgroup, and that a character ‰ can also be specified by a
weight ⁄ œ hú. We will use the short-hand notation

‰(a) =
---a⁄+fl

--- fl = 1
2

ÿ

–œ�

+

– , (4.2)

for this relation as explained in section I-5.3.1, where fl is the Weyl vector.
For applications of many of the results below in the case of SL(3) see section I-9.6,

and examples I-10.29 and I-10.30.

4.1 Preliminary steps
Using the Bruhat decomposition [7]

G(Q) =
€

wœW
B(Q)wB(Q) (4.3)

where W is the Weyl group of G(R), we will now rewrite the Whittaker vectors of
Eisenstein series in a way that factorises their computation over primes p. Let

N (w)(A) =
Ÿ

–>0

w–<0

N
–

(A) (4.4)

35



Whittaker models

Chapter 6. Whittaker vectors and Fourier coe�cients

6.3.1 Global considerations

For a character  on N(Q)\N(A) the abelian coe�cients of E(f�, g) are given by the
Whittaker function W of the type (6.40). Plugging E(f�, g) from (6.50) into (6.40) and
exchanging the order of summation and integration we obtain the formula

W (f�, g) =
X

�2B(Q)\G(Q)

Z
N(Q)\N(A)

f�(�ng) (n)dn. (6.51)

Representation theoretically, W (f�, g) belongs to the induced representation

IndG(A)
N(A) =

n
W : G(A) ! C

���W (ng) =  (n)W (g), n 2 N(A)
o
. (6.52)

Equation (6.51) thus gives an embedding

I(�) = IndG(A)
B(A)� ,! IndG(A)

N(A) . (6.53)

Definition 6.19 (Whittaker model). The space

Wh (�) = {W (f�)|f� 2 I(�)} ⇢ IndG(A)
N(A) (6.54)

is called a Whittaker model of I(�), and its elements Whittaker vectors . The associated
map

f� 7! W (f�), (6.55)

is an intertwiner between the principal series I(�) and its Whittaker model Wh (�).

Remark 6.20. An important result about Whittaker models is their uniqueness: for
each fixed section f� 2 I(�) and fixed generic character  there exists a unique Whittaker
vector W (f�) (see, e.g., [57, 68]). This property is known multiplicity one and was shown
originally for GL(n) locally for archimedean and non-archimedean fields in [176,295]. We
note that it does not hold for SL(n) if n > 2 [23].

In chapter 9 we will show that, for generic  , the Whittaker vector can be written as
a single integral rather than a sum. The argument relies on the Bruhat decomposition of
G(Q), which allows one to trade the sum over � 2 B(Q)\G(Q) for a sum over the Weyl
group W(g). The end result is that the Whittaker function may be written as

W (f�, g) =

Z
N(A)

f�(wlongng) (n)dn. (6.56)

This expression is sometimes known as a Jacquet–Whittaker integral [174]. The sum over
� has reduced to a single contribution represented by wlong, the longest element in the
Weyl group W(g) (for the details see chapter 9).
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